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Abstract

Background: In light of the gap in evidence to inform future resource allocation decisions about healthcare provider
(HCP) training in low- and middle-income countries (LMICs), and the considerable donor investments being made
towards training interventions, evaluation studies that are optimally designed to inform local policy-makers are needed.
The aim of our study is to understand what features of HCP training evaluation studies are important for decision-making
by policy-makers in LMICs. We investigate the extent to which evaluations based on the widely used Kirkpatrick model –
focusing on direct outcomes of training, namely reaction of trainees, learning, behaviour change and improvements in
programmatic health indicators – align with policy-makers’ evidence needs for resource allocation decisions. We use
China as a case study where resource allocation decisions about potential scale-up (using domestic funding) are being
made about an externally funded pilot HCP training programme.

Methods: Qualitative data were collected from high-level officials involved in resource allocation at the national and
provincial level in China through ten face-to-face, in-depth interviews and two focus group discussions consisting of
ten participants each. Data were analysed manually using an interpretive thematic analysis approach.

Results: Our study indicates that Chinese officials not only consider information about the direct outcomes of a training
programme, as captured in the Kirkpatrick model, but also need information on the resources required to implement
the training, the wider or indirect impacts of training, and the sustainability and scalability to other settings within the
country. In addition to considering findings presented in evaluation studies, we found that Chinese policy-makers pay
close attention to whether the evaluations were robust and to the composition of the evaluation team.

Conclusions: Our qualitative study indicates that training programme evaluations that focus narrowly on direct training
outcomes may not provide sufficient information for policy-makers to make decisions on future training programmes.
Based on our findings, we have developed an evidence-based framework, which incorporates but expands beyond the
Kirkpatrick model, to provide conceptual and practical guidance that aids in the design of training programme
evaluations better suited to meet the information needs of policy-makers and to inform policy decisions.
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Background
Decisions on how best to allocate limited resources to
improve health are often challenging for policy-makers in
low- and middle-income countries (LMICs) because empir-
ical evidence from studies conducted in their contexts is
insufficient, and studies that are conducted do not provide
information on factors that are critical to policy-makers in
a format that is accessible to them [1–4]. Studies have
indicated that inappropriate, overly complex presentation
of research findings, absence of clear recommendations,
low policy-relevance of research topics addressed and inad-
equate technical capacity of policy-makers to translate
research findings into policy limit the utilisation of evidence
by policy-makers [2, 5–8]. Further, a lack of timeliness in
presenting research findings, few formal communication
channels and mutual mistrust between policy-makers and
researchers were also identified as barriers in two system-
atic reviews [9, 10]. As a result, studies have shown that
health policy-makers often primarily rely on experience,
values and subjective emotional reactions when making
decisions, with less consideration given to evidence from
research studies [11–14].
Barriers to applying evidence from evaluation studies to

inform resource allocation decisions on strengthening
health-related human resource capacity are particularly
salient at present, as training interventions have received
substantial attention and investment owing to the acute
shortage of skilled healthcare providers (HCPs) in LMICs
[15–18]. For example, between 2002 and 2010, the Global
Fund to Fight AIDS, tuberculosis (TB) and malaria – the
largest non-governmental funder of human resources –
invested US$ 1.3 billion in human resource development
activities, and it is estimated that more than half of this
budget was invested in disease-focused training activities
[19]. However, a recent systematic review found a very
limited number of evaluation studies on HCP training in
HIV, TB and malaria control programmes globally [20],
leaving external donors and national policy-makers
without essential information to base decisions about
improvements to existing training programmes and
possible scale-up or discontinuation.
Recognising the major evidence gap on the impact of

HCP training and the considerable investments being made
towards it, WHO has developed a guide to aid evaluations
based on the Kirkpatrick model [15, 21]. The Kirkpatrick
model, which identifies four levels of training outcomes
that need to be evaluated, namely reaction, learning, behav-
iour and results [22], was originally designed in the 1950s
to guide training evaluations in business and industry and
forms the basis of various updated frameworks developed
subsequently [23–28]. Even though a wide range of
tools and frameworks facilitating evaluation of training
programmes have been developed in recent decades
[22, 23, 26–32], it remains the most widely applied.

Despite its popularity among evaluators and trainers,
researchers have identified several limitations of the
Kirkpatrick model, such as its simple assumption of
causality and the implication that results and behaviour
are more important than learning and reaction in asses-
sing impact [33]. Since health policy formulation is influ-
enced by diverse and complex considerations [2, 6, 34],
we hypothesise that evaluations based on the Kirkpatrick
model – focusing on the assessment of four direct train-
ing outcomes without providing information about
broader factors that policy-makers consider – may result
in evaluations that are too narrow in scope to optimally
inform policy decisions [35]. Bowen and Zwi outline six
policy-making models that help contextualise the transla-
tion of evidence into health policy [36]. The ‘Interactive
Model’ takes as a starting point the complexity of the
policy-making process and suggests that the search for
evidence expands beyond research to include a number of
other sources such as politics and interests [36]. This con-
ceptualisation of the evidence-policy nexus differs from
more linear models of policy-making that assume there is
a direct relationship between knowledge generation and
policy formulation. It further highlights the need for
research to be more ‘fit for purpose’ [37], that is, to better
serve the needs of policy-makers by, for example, consid-
ering the wider political and local contexts in which
policies are developed [38]. However, to date, no study has
empirically investigated what features of HCP training
evaluation studies are judged to be important for
decision-making by policy-makers in LMICs, nor the
extent to which evaluations based on the widely used
Kirkpatrick model align with the evidence needs of policy-
makers for resource allocation decisions.
This study aims to understand the factors that policy-

makers consider important in evaluation studies to inform
decisions on investments in HCP training programmes. We
use China as a case study where resource allocation deci-
sions about potential scale-up (using domestic funding) are
being made about an externally funded pilot TB HCP train-
ing programme. Specifically, we investigate the extent to
which evaluations based on the Kirkpatrick model meet the
information needs of Chinese policy-makers and develop
an evaluation framework for the design of policy-relevant
training programme evaluations.

Methods
Study setting and participants
In recognition of the need to provide improved TB care at
peripheral health facilities in China [39], two key health pol-
icy bodies – the Centre for Disease Control (CDC) and the
Chinese Medical Association (CMA) – have embarked on
pilot training programmes on TB management for doctors,
nurses and laboratory technicians in selected provinces.
These pilot programmes have largely been supported
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by funding from external donors over the past decade.
Decisions need to be made about whether further
investments from national and provincial health bud-
gets should take place to continue and scale-up the
pilot training programmes, and evaluations to inform
policy-makers involved in resource allocation decisions
are therefore being designed and conducted.
We conducted a qualitative study with officials in China

between February and June 2016. A purposive sampling
method was used to recruit key informants involved in
resource allocation decisions or technical advisory roles re-
lated to infectious disease control programmes. Participants
were approached prior to the study by means of a confer-
ence call and online presentation about the study. A total
of 30 participants were recruited in this study, including
directors of provincial and national CDCs in China, high-
level managers of the CMA, and senior staff at tertiary
hospitals leading HCP training programmes (Table 1). All
participants had experience in planning and management
of HCP training interventions. None of the participants
approached refused to participate.

Data collection and analysis
We conducted ten face-to-face, in-depth interviews (IDIs)
and two focus group discussions (FGDs) consisting of ten
participants each. Open ended questions about how offi-
cials make decisions on investments in new disease control
programmes were asked in the IDIs; the question phrasing
was developed by a native Chinese researcher and pilot
tested on Chinese doctors (not part of the study) to check
that questions were clearly and appropriately articulated.
The main topics covered included limitations of current
training evaluation approaches, information needed to
determine if a training programme is successful, factors
policy-makers consider when presented with an evaluation
report, and how policy-makers weigh different sources of
information. A participatory exercise involving discussion
of alternative evaluation approaches was used to initiate

FGDs and to encourage exchange of views between partici-
pants [40]. Brief information (summarised in Box 1) was
presented to participants on a series of slides before they
started the FGDs.

Box 1. Summary of hypothetical evaluation
designs presented to officials and discussed in
terms of importance of information provided for
decision-making during the FGDs

• Knowledge assessment: All trained healthcare providers (HCPs) were
asked to complete three structured questionnaires at the start of the
training, immediately after the training and 6 months after the training.
Scores from the pre-training test were compared to the scores from
the first and second post-training tests.

• Practical assessment: Standardised patients who were trained to present
with TB symptoms visited selected trained HCPs in their health facilities.
The medical practice of trainees was assessed by standardised patients
on a scale of 1–10.

• Cost-effectiveness projection: The total cost of the HCP training programme
and estimated improvement in patient level outcomes were calculated and
compared.

IDIs and FGDs were led by a native female Chinese
researcher trained in qualitative research methods as part
of an ongoing PhD programme (SW), and were audio-
recorded. Additional field notes were taken by a note-
taker. All data was collected in a neutral location (hotel
meeting room) during an annual conference attended by
the participants. After data collection, audio recordings
were transcribed verbatim in Chinese and translated into
English by the Chinese researcher (SW). Participants were
de-identified and numbered in the transcripts.
We conducted a thematic analysis – involving a search for

themes that emerge as being important to the description of
the phenomenon – employing an interpretive approach in
which identified themes are supported by excerpts from the
raw data to ensure that data interpretation remains directly
linked to the words of the participants [41]. In order to
organise the data to identify and develop themes from them,
we coded each transcript line by line. Our coding process
involved recognising an important moment in the responses
and encoding it (seeing it as something) in advance of
interpretation [42]. Our analysis started with a deductive
coding phase followed by an inductive coding phase [43].
During the deductive coding phase, translated transcripts
were organised and coded line by line manually using a
coding frame developed a priori based on the Kirkpatrick
model’s four components of reaction, learning, behaviour
and results (Table 2). Data that did not fit into the four
Kirkpatrick model components were then coded inductively,
allowing themes to emerge directly from the data, by two
researchers in parallel (SW and MK). Initial categories of
coding emerging during the inductive coding phase were

Table 1 Participant characteristics

Interviews Focus group
discussions

Total participants 10 20

Female (%) 3 (30%) 13 (65%)

Organisation

Centre for Disease
Control representatives

4 (40%) 16 (80%)

Chinese Medical
Association representatives

3 (30%) 4 (20%)

Hospital managers 3 (30%) 0

Geographical scope of work

National level 6 (60%) 11 (55%)

Provincial level 4 (40%) 9 (45%)
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compared with subsequent coding and refined until all the
data were sorted in line with the constant comparison
technique [44]. Codes were then compared between
researchers and collated into potential subthemes and
themes using an iterative consensus decision-making
process. Reporting followed consolidated criteria for report-
ing qualitative research (COREQ) [45].

Ethical approval
The research was approved by the Ethics Committee of
the London School of Hygiene and Tropical Medicine
and the National University of Singapore. We also
received approvals from the China CDC and CMA
representatives prior to conducting the study. Each
interviewee was provided a consent form summarising
objectives and methods of the research and highlighting
the confidentiality and anonymity of interviewees’
responses. All interviewees read the information sheet
and signed the consent form.

Results
Our analysis identifies a number of features of HCP
training evaluation studies that policy-makers judged to
be important for informing decision-making surrounding
resource allocation and training programmes. Informants
indicated that the inclusion of information related to the
direct outcomes of the training programme, as captured
in the Kirkpatrick model, was essential. We also identified
additional factors that contribute to the translation of
evaluation study results into policy, which are not cap-
tured in evaluations designed solely using the Kirkpatrick
model. We first summarise our findings and then propose
a framework that captures a wider range of factors
that are perceived to be important by policy-makers
when considering evidence from training programme
evaluation studies.

Information needed by health policy-makers that is
captured by the Kirkpatrick model
Reaction
In line with the Kirkpatrick model, almost all officials
agreed that reaction – a measure of satisfaction of
trainees with respect to the training programme – was
an important component in training evaluation.

“I think if a HCP training programme is successful, it
should be determined by the HCPs, if they are satisfied
with the training programme and its effectiveness.” –
IDI, national policy-maker

Learning
In addition to the reaction of trainees, officials
acknowledged the importance of knowledge gain as one
of the fundamental indicators of training effectiveness. It
was also emphasised that, as illustrated by the quote
below, evidence of both short- and long-term change in
knowledge was important, and concerns were raised
about, what informants perceived to be, limited evidence
on long-term knowledge retention.

“… I will think about the short-term change and
also the long-term change including after training
at the knowledge level how much has changed.” –
IDI, national policy-maker

Behaviour
Despite consensus among officials that learning was an
essential component of any training evaluation, the majority
emphasised that knowledge gain alone was not enough to
determine the effectiveness of training programmes.
Behaviour change of trainees in line with the training
programme content was considered critical, but at the same
time, the most difficult component to measure objectively.
Our analysis suggests that the second and third components
of the Kirkpatrick model were linked as far as officials were
concerned. This view was held by officials working in
national bodies such as the CDC and CMA as well as
clinical experts.

“Behaviour change is one goal. The first level
[knowledge gain] is fundamental. But it is not enough
to only gain knowledge. After gaining knowledge, you
need behaviour change.” – FGD Group A

“I think, from a clinical perspective, effectiveness
means that the performance of doctors is improved
and standardised. But how to evaluate its
effectiveness, how to assess if the job performance

Table 2 The four levels of the Kirkpatrick model and their definitions

Outcome level Definition

Reaction Assess how training participants react to the training and their perceived value of the training.

Learning To what degree participants acquire intended knowledge, skills and attitudes based on participation in the learning event.

Behaviour To what degree participants apply what they learned at training sessions on the job.

Programmatic
results

Measure of the improvements that are expected in the team, programme or other context in which the trainee works. For
example, successful treatment rate, case detection rate or patient satisfaction with services delivered by trained HCPs.
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has improved, it is very hard to do.” – FGD
Group B

Programmatic results
Finally, in relation to the fourth component of the
Kirkpatrick model – programmatic results – one official
(IDI, hospital director) recognised that successful HCP
training programmes would eventually have a positive
influence on patient-level outcomes and overall disease
control. However, whether to include the impact on
patient-level outcomes as an indicator of the success of
training programmes was debated among officials since
they felt that impact on programmatic outcomes, such
as incidence and treatment success rate, could be influ-
enced by factors other than the training programme.

“For the training programme, if you look at the
impact, the best data is how many patients get
good service or how much decline of prevalence or
incidence. That one is an impact indicator. It is
good, but this kind of indicator sometimes has
mixed reasons. It is not only training to make the
change.” – IDI, national policy-maker

Additional factors considered by policy-makers that are
not direct training programme outcomes
While officials commented on the importance of the
four components of the Kirkpatrick model, our analysis
also found that the Kirkpatrick model on its own may
not be sufficient to meet the information needs of
policy-makers. As such, we identified six additional
factors that were judged to be important for decision-
making about investments in training.

Broader or indirect programmatic results of the training
programme
In addition to expected direct results related to intended
goals of the training interventions, we found that policy-
makers consider indirect, wider benefits of the training.
For example, an expanded pool of experienced trainers
to lead on capacity building for other diseases, or experi-
ences and lessons learned in management from imple-
mentation of the training programme were put forward
as wider aspects that are important to assess, particularly
from the perspective of officials working in national
health policy bodies such as the CDC and CMA.

“There are some targets that we did not set when
we were designing the programme, but we are able
to accomplish them…In the training programme, we
also trained some trainers and teachers. After the
programme is over, they can keep doing their job

and train other doctors. And how we can reflect
this in the evaluation is also very important.” –
IDI, hospital director

During the FGDs when hypothetical evaluation designs
were discussed, there was consensus that it is challenging
but important to consider the wider or indirect outcomes
of training, particularly when evaluating the cost-
effectiveness; there was a common feeling that effective-
ness can be defined too narrowly, which is problematic
from the perspective of officials.

Resources required
Although not included in the Kirkpatrick model, the
cost of a training programme, in terms of both direct
and indirect resources required, was considered an
important component of training evaluation by officials.
Direct resources that officials identified for assessing as
part of an evaluation included costs for transportation
and accommodation of trainees, trainers’ salaries and
cost of training facilities; indirect resources that were
not directly measurable in monetary terms included
input required from various groups of staff and
increased workload. Our analysis indicated that having
enough resources available in the long term to cover the
essential components of the training programme was a
key concern of officials, and that evaluations which do
not provide such information may, therefore, be of
limited importance in informing decisions.

“We will definitely consider the cost for training. For
example, the cost of transportation and accommodation
for trainees, and the remuneration for teachers… Then
the local hospitals will not provide funding for their
doctors and nurses to participate training programmes.
If the doctors are asked to pay for the training, they
definitely are not willing to participate.” – IDI, hospital
director

Sustainability
The third component discussed by officials but not
captured in the Kirkpatrick model is sustainability,
which was defined by participants as the potential to run
the training programme effectively for several years.
While one interviewee, who was a senior clinician (IDI,
hospital director), suggested that he would not know
how to assess sustainability from the information
present in an evaluation report, other officials agreed on
the importance of judging the sustainability from a
policy-setting perspective based on research evidence.
Specifically, officials expressed their need for informa-
tion on the contextual factors of a programme that are
important for determining long-term continuation. This
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included whether there is local support and demand from
communities and commitment from partner organisations
(regional health facilities) involved in implementation to
continue the training programme. Another key factor
mentioned as part of discussions on sustainability during
IDIs was whether costs involved in running the training
programme would be met by funders willing to continue
investment (IDI hospital director in Beijing, national
policy-maker, hospital director in Harbin). Here, a useful
evaluation could present information about costs and
resources required to continue or scale-up the training
programme, but evaluators may not be in a position to
assess future funding commitments. In addition, the use-
fulness of information about the cost-effectiveness of
training programmes in relation to assessments of sustain-
ability and willingness of funders to continue investing
was discussed in both FGDs; here, the need for this infor-
mation was widely considered important but there were
mixed views about how effectiveness should be defined
and whether policy-makers would be able to interpret
results of cost-effectiveness analyses appropriately to
inform decisions.

“And it [cost-effective analysis] is definitely needed. If
you don’t do it, you can hardly determine if we are going
to invest in the future. So the main problem is that what
indicators to use as an output [for effectiveness], which
is most difficult. But we have to do this analysis. If we
don’t do this, it will be hard to evaluate the programme
as a whole in the future.” – FGD A

“The quantification of cost-effectiveness is very important,
but cost-effectiveness analysis is not a popular research
area [in China]… there are still many problems
concerning the design of indicators and calculation
methods. Therefore, this is very important. But how to
utilise these [cost-effectiveness] studies, how to make
better use of those realistic indicators and
information collected, those are the objectives we [policy-
makers] need to achieve.” – FGD A

While both FGDs indicated that the selection of
appropriate indicators for a cost-effectiveness analysis is
important in providing policy-makers with an assessment
of sustainability, there was no conclusion on what the
optimal indicators of effectiveness would be. Defining
effectiveness too narrowly, as discussed earlier, was a
concern highlighted during FGDs with respect to some
previous evaluations seen by respondents.
A third element that was considered important in

assessment of sustainability was the level of political
support to make sufficient resources available to continue
the programme. In addition to information on whether
the programme had met its goals, interviewees put

forward a range of different factors that influence political
support, which are often outside the scope of typical
evaluation studies. This included information on whether
the disease area covered by the training programme – in
this case TB – is considered a priority area for investment
in light of competing priorities (IDI hospital director), and
whether human resource capacity building was part of the
country’s overall strategy (IDI national policy-maker).

“Other infectious diseases like HIV or hepatitis B
are related to individual behaviour, for example,
hepatitis A is resulted from unclean food. HIV is a
result of behaviour; if we can regulate our behaviour,
we can control the transmission of HIV. But TB is
different. It can infect you when you breathe. So
infected patients are very innocent, because the
infection is not related to your life style or your
behaviour. So that’s why I think TB is the disease
that needs investment the most… In terms of if the
programme can continue, there are a lot of factors,
such as the willingness of collaborators, the effectiveness
of the programme, and if the programme fits in the
political environment, and the sustainability. If the
programme is very good, but not sustainable, then it is
meaningless.” – IDI, C1

Scalability
Officials were also interested in the scalability of a training
programme to other settings within the country. To
determine if a training programme could be scaled up to
other settings, officials expressed a need for information on
changes that would be required to the original training
programmes to adapt them for other areas. They were
conscious of regional differences in economic or cultural
factors and indicated that they would find information
about whether a pilot programme successful in one setting
would be easily applicable in another setting highly
beneficial in an evaluation report.

“We need this programme to promote the development
of a standardised training programme so that it can
be replicated in other provinces. We need to know if
the programme is applicable to other settings. If this
programme targets the issues in only one or two
provinces, then it is not worth scaling-up.” – FGD B

Officials also emphasised that they consider the
availability of sufficient resources – financial and human –
within different regions to cover a larger population and if a
feasible scale-up plan was in place. Here, evaluators can pro-
vide information about resources required but an assess-
ment of resource availability in regions for future expansion
may not be within the scope.
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Evaluation methodology
In addition to wanting evaluations to contain information
about training outcomes, costs, sustainability and scalability,
all officials we interviewed (who had high levels of technical
training and analytical skills owing to their senior positions)
indicated that they paid attention to the evaluation
methodology applied; our analysis suggests that this has a
large influence on their perception of the quality of the
findings. Specifically, we found that officials were interested
in the study design, including whether both short- and long-
term effects of training were evaluated, whether the sample
was representative and large enough to draw conclusions,
and whether the evaluation took a before–after comparison
approach or parallel control approach. During FGDs, offi-
cials agreed that there was no ‘gold standard’ or best
approach to evaluate a training programme, but five diverse
respondents emphasised the importance of the objectivity of
outcome indicators and the need to report potential
confounders and assess biases in evaluation report.

“What I want to see from the evaluation report is an
objective assessment of our programme, including the
quality of implementation, and effectiveness. The most
important thing is that it can objectively evaluate the
implementation of this program.” – IDI, hospital
director

Elaborating on some of the weaknesses they observe in
evaluation approaches, they explained that pre- and
post-training to assess knowledge retention of trainees,
which they are commonly presented with, does not
provide adequate evidence on behaviour change or long-
term knowledge retention, which is important to them.

“That doesn’t mean just because they have knowledge
today, they know it next month.” – IDI, national
policy-maker

Composition of evaluation team
Finally, we found that it was not only the outcomes
assessed in training evaluations but also who is providing
the information that mattered to informants. Factors
related to the composition of the evaluation team
influenced the perceived reliability and relevance of the
evaluation results; these included the qualification of
evaluators, the reputation of their institution in China and
overseas, their perceived independence from the training
programme, and their knowledge of local context.
Specifically, our study indicated that Chinese officials put
different weighting on information provided by local
(Chinese) and foreign (non-Chinese) evaluators. Analysis of
the FGDs indicated a widely held perception that, although
Chinese evaluators might be familiar with local culture,

language and system, officials feared that the close relations
between local evaluators with stakeholders of the training
programmes would cause bias in assessment and influence
the accountability of evaluation results. Compared to local
evaluators, most officials believed that foreign evaluators
that are external to the institution could conduct more
objective evaluations since they held no conflict of interest.

“We trust evaluation conducted by independent third
parties, because it’s more objective and there is no
interest involved” – IDI, hospital director

In addition, specific respondents highlighted that
the reputation and international impact of foreign
evaluators would raise the credibility of the evaluation
results (FGD Group A). However, some officials were
concerned about the fact that cultural or language
differences between foreign evaluators and the locals
would delay the evaluation activities and impact the
evaluation results. Therefore, during FGDs, agreement
was reached that a mixed team of local and foreign
evaluators would be ideal from the perspective of
officials.

“I think it will be better if local and international
institutions can collaborate.” – FGD B

A training evaluation framework centred on policy-
makers’ needs
Our qualitative study found that officials perceived the four
components of the Kirkpatrick model to provide some
policy-relevant information on specific programmatic ele-
ments of evaluations. However, our findings identified six
additional factors that were judged to be important by
policy-makers, suggesting that the Kirkpatrick model on its
own may not be sufficient for meeting the evidence needs
of policy-makers. Drawing on the ‘Interactive Model’ of
policy-making outlined above, evidence can be more ‘fit for
purpose’ if a broader range of factors, such as political con-
text, are considered in evaluation studies [37]. As such, we
propose a framework that incorporates, but moves beyond,
the Kirkpatrick model to guide ‘policy relevant’ evaluations
of training programmes (Fig. 1).
In this framework, three elements contribute to the

policy relevance of a training evaluation, namely specific
programme elements, broader programmatic considerations
and evaluation credibility. The assessment of outcomes of
training programmes, captured in the first element of the
proposed framework, is linked to the four outcome levels
from the Kirkpatrick model – reaction, learning, behaviour
and results. Unlike the Kirkpatrick model, we breakdown
‘results’ into two categories in order to distinguish between
intended direct results of the training and broader indirect
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programmatic results such as capacity-building of trainers
that can be used in other training programmes.
We expand on the Kirkpatrick model by adding two new

elements that are critical to policy-makers. The first is
termed ‘broader programmatic considerations’, which
includes direct and indirect resources required, sustainabil-
ity of continued cycles of training over several years and
scalability to other settings within the country. The second
additional element added to the framework – termed
‘evaluation credibility’ – was based on a key finding of the
study that policy-makers consider not only the information
presented, but also who conducted the evaluation and the
methodology. In terms of evaluation methodology, the
evaluation study design, outcome indicators selected, and
discussion of confounders and limitations of the evaluation
approach were given importance by officials. In terms of
who conducted the evaluation, objectivity and local know-
ledge were critical. Table 3 lists the definitions of all pro-
posed components and provides examples of information
needed to include.

Discussion
The importance of considering perceptions and information
needs of policy-makers, and recognising their role as recipi-
ents or ‘receptors’ of research, is now solidly established
[13]. Our qualitative analysis focused on the features of
evaluation studies that policy-makers perceived to be
important for informing resource allocation decisions about
HCP training or capacity-building interventions. We aimed
to address an important gap in information for researchers
and funding organisations planning such evaluations.
Indeed, considering the rapid increase in investments in
HCP training, and the danger highlighted by WHO that
“poor training is a waste of resources”, we sought to provide
a guide for training evaluations based on the Kirkpatrick

model [21]. The guide recognises the complexities of the
policy-evidence nexus and the associated limitations of
evaluation studies that are based solely on the Kirkpatrick
model. Our analysis is the first to identify specific factors
not captured in the Kirkpatrick model that are critical for
policy-makers when making investment decisions based on
evaluations of HCP training. The framework broadly focuses
on the translation of programme evaluation to policy, rather
than solely on the effectiveness of training programmes as
captured by the Kirkpatrick model, in order to aid in the
design and implementation of policy-relevant HCP training
evaluations in LMIC contexts.
Consistent with the Kirkpatrick model, officials agreed

that the reaction, knowledge (with an emphasis on long-
term retention) and behaviour change of trainees were
fundamental outcome indicators of the effectiveness of a
training programme. There were mixed views on the
relevance of programmatic outcome indicators, such as
treatment success rates, since these would be influenced
by factors other than HCP training. However, it was
clear that evaluations based solely on the four levels of
the Kirkpatrick model did not provide sufficient infor-
mation for policy-makers to make decisions on future
training programmes. We found that additional informa-
tion on the inputs and costs, wider or indirect impacts
of training, sustainability and scalability of training
programmes to other parts of the country, are important
to policy-makers and should therefore be reflected in
evaluations. A major finding was that policy-makers do
not only consider the information covered in evaluation
studies, but also pay close attention to the design of
evaluations and qualifications of those who conducted
the evaluation; these factors were found to influence
perceptions of the reliability of the results and are con-
sistent with findings from studies on translation of

Fig. 1 Modified training evaluation framework
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research to policy [6, 10]. Specifically, a clear recommen-
dation was that a combination of local (Chinese) and
foreign (non-Chinese) researchers was ideal from the
perspective of officials in our study, since foreign evalua-
tors were thought to have fewer conflicts of interest and
Chinese evaluators were familiar with local culture,
language and systems.

Strengths and limitations of proposed framework and the
study methodology
Like other goal-based evaluation frameworks [29, 46–48],
our proposed framework builds on the Kirkpatrick model,
focusing on better addressing the evidence needs of
policy-makers for decision-making. The elements identi-
fied by officials and incorporated into our modified frame-
work address a gap in current evaluation approaches, and
applying this framework when planning evaluations may
reduce the barriers to the translation of research evidence
into policy [2]. For example, even though it is not com-
monly assessed among current evaluation studies [49], the
cost of rolling out a training programme, and the likely
availability of sufficient resources in the long-term, is an
important consideration of policy-makers, which has also
been found in other studies [2, 50]. Policy-makers are
aware that it is counterproductive when funds fall short
before the programme achieves its intended goals and
after significant start-up human and fiscal resources have
been invested [51], and therefore including information
on sustainability is essential for policy decisions.
In line with previous studies, we found that perception

of the quality of the research and research team is a major
factor influencing the use of research results [8, 10]; our
framework explicitly includes this important element
which helps to capture the complexity of researcher and

policy-maker interactions in evidence-based policy
settings [52]. Furthermore, our findings indicate that
policy-makers are not only concerned with the internal
validity of the evaluation, but also external validity in
terms of whether the evaluation results demonstrate scal-
ability [53].
While we largely found consistent views across a range

of officials working in different organisations and
provinces in China, we acknowledge that we focused on
a relatively small group of influential stakeholders that
were working in infectious disease control, and that
Chinese officials working on non-communicable diseases
may have differing perspectives. We also recognise that
policy-makers in other countries may differ in their
considerations when making decisions on training
programme investments. In particular, we found that the
officials interviewed as part of this study were highly
knowledgeable about evaluation study designs, which
may have influenced their views on evaluation teams
and methodologies; to assess a broader applicability of
the framework, it could be tested in other LMIC settings
and with Chinese stakeholders working outside of infec-
tious disease control. We also recognise specific limita-
tions of FGDs, in which participants may be influenced
by ‘dominant voices’ to agree on a ‘group opinion’ [54].
To enhance the quality of data collected we used an
exercise to initiate the FGDs that enabled participants to
share their reactions to a set of hypothetical evaluation
designs one by one, and had a skilled native researcher
facilitate the FGDs. Comparing responses across FGDs
and IDIs, we noticed that some subjective themes
related to sustainability (including political commitment)
and scalability (including regional differences in cap-
acity) were discussed more openly in IDIs. However,

Table 3 Definition of additional components and examples of information needed

Additional elements in proposed
framework

Definition Example of information needed

Broader programmatic results
(Specific programme elements)

Indirect benefits from the training programmes Enlarged pool of trainers; lessons learned from
management of training programmes

Resources required (Broader
programmatic considerations)

Resources invested in the training programme,
including both direct and indirect costs

Human resource time devoted; trainers’ salary; cost for
trainees’ accommodation

Sustainability (Broader programmatic
considerations)

Whether the training programme can continue
in the future

Contextual factors (demand from stakeholders to continue
training); political support from local or
national government; sufficient resources and funding

Scalability (Broader programmatic
considerations)

Whether the training programme can be scaled
up in other regions to cover a larger population

Local needs for the same training programme in other
regions; ease of adaptability to different contexts; feasible
plans for scale-up in place

Evaluation methodology (Credibility
of evaluation)

Robustness of evaluation design and level of
details provided to help policy-makers determine
if objective approaches are used by evaluators

Study methodology including control groups; confounders
and biases acknowledged

Composition of evaluation team
(Credibility of evaluation)

Qualification of evaluators, their perceived
independence and their knowledge of local
context. The reputation of institutions to which
the evaluation team members are affiliated also
plays a role.

Potential conflicts of interest of evaluators; reputation of
evaluators’ institution; technical background of evaluators;
local language proficiency; experience in the local context
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FGDs were effective in generating a lively debate about
the composition of an ideal evaluation team; IDIs gener-
ated less rich responses about this question.
Our study was conducted with a focus on how training

evaluations can be designed to better inform policy
decisions, and an additional aspect, which is beyond the
scope of this study, is the skills of policy-makers in being
able to interpret evaluation results effectively [2]. Finally,
in terms of the research team’s reflexivity, we acknowledge
that our focus on health policy and systems research
encouraged us, in advance, to question the simplicity of
the Kirkpatrick model and look for wider factors that
influence policy-makers when considering evidence pre-
sented in evaluation studies, as we believe that the policy
process is complex [4]. We acknowledge that this study
focused specifically on factors influencing the use of evi-
dence in evaluation studies by policy-makers, and empha-
sise that research evidence is only one of several drivers of
policy decisions [4, 52, 55].

Conclusions
In light of the large investments in training to address a
severe need for skilled human resources for health in
LMICs, evaluations to inform policy-makers about future
investments in training are critical. We found that evalua-
tions focusing narrowly on direct training outcomes, as
captured by the Kirkpatrick model, do not address several
factors that are important to policy-makers. Six factors that
policy-makers judged to be important for policy-relevant
evaluation studies included broader indirect outcomes of
the training programme, direct and indirect resources
required, sustainability, scalability, evaluation methodology
and composition of the evaluation team. Based on these
findings, we have developed an evidence-based framework,
which includes but expands beyond the Kirkpatrick model,
to provide conceptual and practical guidance that aids in
the design of training programme evaluations that are
suited to meet the evidence needs of policy-makers and to
inform policy decisions.
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